 SEQ CHAPTER \h \r 1Use of MacClade’s Concentrated-Changes Test
Highly Abbreviated Instructions
1. Trace the character that will be the independent variable for the test.  

2. Select the part of the tree over which the test will be conducted using the concentrated changes tool (it looks like a tree with a “C” at the root).

3. Fill out the Concentrated-Changes Test dialogue box

4. Modify the resulting dialogue box to give you the probability of the test of interest or have the program print out all of the probabilities and then calculate the probability from that output.

More Fulsome Instructions (complete with snide remarks)

1. 
Trace the character that will be the independent variable for the test.  

a. 
The character to be traced must be binary

b. 
Gains are usually 0  1, losses usually are 1  0 if the characters are coded in a logical manner.

c. 
You can make up a dummy independent variable  on a tree that changes in any way you are interested in testing using the paintbrush tool to fix the character states on the branches of interest.

d. 
Equivocal and alternate character state reconstructions can be explored using the Equivocal Cycling option under the Trace menu option.

2. 
Select the part of the tree over which the test will be conducted using the concentrated changes tool (it looks like a tree with a “C” at the root).

a. 
This step really is simple.  Just be sure you select the part of the tree upon which you are interested in performing the test.

3. 
Fill out the Concentrated-Changes Test dialogue box.

a. 
This is reasonably straightforward although there are lots of choices, some of which are not explained well.  The next major step will be the one that drives you nuts.

b. 
Choose where you want to look for changes (i.e., on branches that have gains, losses, or that are equivocal).  If you select all three possibilities, what will be the inevitable outcome?

c. 
Choose if you want an exact solution to your question or a simulation.  The MacClade manual gives some guidelines for the number of gains and losses that can be assessed with different numbers of taxa in your tree.

i. 
Exact count is simple to implement.  You can abort it using the cloverleaf (command) key and a period if it is taking too long.

ii. 
Simulation has lots of options

(1) 
Choose your sample size up to 1,000,000

(2) 
Choose what the ancestral state should be for the dependent variable, i.e., at the root of whatever clade you chose for analysis.  Most often this will be 0, especially if you perform the test over the entire tree rather than a part of it.  It is not necessary to specify this parameter if Exact count is used. 

(3) 
Actual changes: here the simulations are performed by directly placing the gains and losses on the tree.  There is no guarantee that the terminal taxa will have the same proportions of terminal character states as your original tree.

(4) 
MINSTATE reconstruction: this and the following method reconstruct ancestral character states by assigning the character states of the terminal taxa at random, but with the same proportion of terminal states as on the original tree, and then reconstructing the character changes according to parsimony.  This method reconstructs character states so ambiguous nodes are assigned the least common character state that appears on the tree.

(5) 
MAXSTATE reconstruction: Same as the previous method but reconstructs ancestral characters so that ambiguous nodes are assigned the most common character state on the tree.  (Both of these methods are equally parsimonious, but they distribute the changes differently among the character states.  They bracket the range of possible resolutions of ambiguous nodes.)

(6) 
Initial state: For the MINSTATE and MAXSTATE reconstructions, you must specify whether the initial state (ancestral state) of the clade that you’re performing the test over is 0 or 1.  This is necessary because a simple parsimony reconstruction of the changes on the tree can imply a state of 0 or 1 at the root of the clade of interest depending upon the combination of states on the terminal nodes.  It’s not clear to me why this is important if you’ve declared the ancestral state above, but no explanation is given in the manual.  

(7) 
Compensation: Used in combination with the MINSTATE and MAXSTATE options.  Causes the program to generate “extra” changes, above and beyond the ones that you actually want in order to increase the probability of getting the number you want.  If this sounds confusing, it is.  There are two possible explanations that I am aware of.  First, because the simulator is placing the terminal taxa (the leaves on the tree) on the tree and then looking for As I understand it, because evolution does not always proceed in the most parsimonious fashion, so imposition of parsimony will give an apparent set of changes that are less than the true number of changes.  Compensation compensates for the reduction in changes by parsimony by adding more changes and thereby increases the probability that any given simulation will produce the right number of parsimony inferred changes.  The rule of thumb given by the manual is that you don’t need to set the compensation above 0 unless the number of changes on the tree exceeds approximately one quarter of the number of branches.

d. 
Set the number of gains and losses that you want to test for.  You can ask about other numbers of gains and losses in the next dialogue only if you have used the exact count option.  

4. 
Modify the resulting Correlation Test Results dialogue box to give you the probability of your test of interest or have the program print out all of the probabilities and then calculate the probabilities of the your tests from that output.  I don’t know why, but this dialogue box always defaults to having all of the options selected (“more,” “as many,” “fewer than”) and the gains and losses set to 0 for these lines.  As a consequence the probability of this occurring is always 1.0.  Duh.  In most cases what you’ll want to do is to just select the “as many” option for both lines and then set the gains and losses to whatever you put in the previous dialogue (which will be in the first line of the current dialogue).  It seems like an unnecessary bunch of extra steps, but...that’s the way the program was written.  The Correlation Test Results dialogue has the flexibility to give you the answers to other questions that you might want to ask about gains and losses.  See below

a. 
If you did an Exact Count
i. 
You can modify the number of gains and losses in the first line as long as you never exceed the higher of the two numbers that you specified for gains and losses in the Concentrated Changes Test dialogue box.  

ii. 
You can modify the information in the “more,” “as many,” and “fewer than” lines as long as the number of gains and losses do not exceed the ones you specify on the first line and are at least 0.    

b. 
If you did a Simulation
i. 
You cannot alter the number of gains and losses on the first line of the dialogue.

ii. 
You can modify the information in the “more,” “as many,” and “fewer than” lines as long as the gains and losses are between 0 and the number of gains and losses, respectively, in the boxes on the first lines.  For example if you initially specified that you were interested in 3 gains and 2 losses, this will appear on the first line of the dialogue.  You can then specify between 0 and 3 gains on the first line of options and between 0 and 2 losses on the second line of options.  

